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1. Taylor_Series: Approximates the function f(x+Ax)knowing the
value of f(x) and its derivatives. The first term is the largest term.
Each subsequent term is smaller than the preceding one.

F(XEAX) = F(x) £ T (X)AX+ "(X)Z(AX) i m(’%(AX)S Foon

Thus,

F(xHAX) = F(X)+ F/(X)AX+ ”(X)Z(AX)Z o M(Xé(AX)S Fo

Fr00(ax)”  £()Ax)°
6

f(x—Ax)=f(x)— ' (X)Ax+



Note: The series is very important as many of the Numerical
methods and numerical representations are based on it.

The following are some of the uses of Taylor’ Series:
A.Approximation of the function value:

Example: Given f(X)=2x*+3x+2: calculate the function
value at x=1.1

(- AX) = F(X) + T/ (X)AX+— "(X)Z(AX)2 i '”(Xé(Ax)S N

f"(1)(0.1)? . f"(1)(0.2)° .
6

f(Q)=2x*+3x+2=2x1"+3x1+2=7
f'(1)=4x1+3=7
f”(l)=4

f(LY)=f@+0.0)=f()+ f'(Q)x0.1+




f"@)=0

Substitute in Eqg. (1):

I. Two terms:
fLD)=f1+01)=7+7x01=7+07 =77

il. Three Terms:

4(0.1)2

fl.l)=f@1+0.1)=7+7x0.1+ =7+07+0.02="7/.72

iii. Four Terms: Same as with three terms as the third derivative
IS zero=7.72

The exact value of f@.yis:

f(1) =2x*+3x+2=2x(1.1)*+3x1.1+2=7.72



Thus, the result using 3 terms of Taylor series is identical to the exact
one. This is not always the case as the number of terms of Taylor series
we use does matter. In our case, we got exact value because we used
three terms. Actually, 3 terms correspond to the second order
polynomial. That is, look at Taylor series from a different angle: It

represents a polynomial. How? Let Ax=(x-x,), X=X, +AX; then
Taylor Series becomes (we take two terms first):

f(x, +AX) = f(X,)+ F'(X,)Ax = f (X, +AX) = f(X,)+ (X, )(X—X%,)
= f(Xo)‘|‘ f'(XO)X— f’(Xo)xo -
[F (%) = £(x)% ]+ £1(%)

Let: a=[f(x)-f'(x)%]; b=7f'(Xx); Note: any function of xo is a
constant. So, we get:



f (X, + AX) = a+bx;

We get a linear polynomial as a is a constant and b is the slope. The
same can be done with three or more terms and we get polynomials of
varying degrees.

For three terms:

f(x,+Ax)=a+bx+cx*: here c is a collection of constants

multiplying x? just like the b constant is a constant term multiplying X,
the rest of the constant terms are absorbed by the coefficients a & b
which becomes for the three terms as:

O ) = 1)+ £ LB £ () + F06) (X %5) + 0.5 (%) (X~ %)

= (%) + /(%)X — /(X)X 0.5 "(x,)|x? = 2x,x + X |



= F(xg) + F (%)X = F (X)X +0.5F"(%g)X2 = %o F (%)X + 0.5 "(x,)X?

= (F0%) = F/(%) %, + 0.5 "(x)x2 )+ (£/(%,) = X, T "(g) )X + (0.5 "(x) )¥°
a= (f (Xo) — T'(X)%, +0.5f "(XO)XS)

b =(f'(x) =% f"(x,))

c=(0.5F"(x,))

f (X, +AX) = &+ bx+cx°

So, the result should be exact for a first order polynomial when using
two terms of Taylor Series and for a second order polynomial when
using three terms of Taylor Series.



B. Approximation of the Derivatives Using Taylor Series:

F(x+ A0 = F ()4 FO0AX - "(X)Z(AX)Z Ml m(’%(AX)g N
(b.1) Eirst Derivative: Take two terms of Taylor Series:
f (X AX) = f(x)x f'(X)Ax.

I. Forward (FWD) Difference

Use two terms: f(x+Ax) = f(x)+ f'(X)Ax.

Solve for f(x)

f(x+Ax) - f (X
( Ai &) Error FWD Difference

The error is due to the fact that we truncated the series to two

terms only. This error is called TRUNCATION ERROR, Er.

f'(x) =




i—3 i—2 i—1 @ P41 i+2 i+3
o = 2

] ] o (]
X—-3Ax y-2Ax  yx—Ax @ x+ Ax ¥+2Ax Xx+3Ax
BWD l 2» FWD
CENTRAL

1. Backward (BWD) Difference

Use two terms: f(x—ax) = f (x)- f'(x)Ax.
Solve for f'(x)
F(x) = f(x)— f(x—AXx) LE
AX

iil. CENTRAL Difference: Take two terms of f(x+ax) & f(x-Ax)
f(x+Ax)=f(x)+ f'(X)Ax
f(x—=Ax) = f(x)— f'(X)Ax
Subtract the second expression from the first

T BWD Difference




_ f(x+Ax)— f (x—AX)

+E. CENTRAL Difference
2AX

F'(x)

Example: Find the derivative of fx)=2x*+3x+2 @ X=1
v Exact: f(x)=4x+3
f'()=4+3=7
v Numerical: Using FWD Difference (ax=0.1, 0.01,
0.001 & 10°%)

FM)-F() _ FQ+0.)-f@) _7 9.

f'(x) =
) AX 0.1

f(1+0.00) - f (1)

0.01
_ 1a+0009-1@® _, o0,
0.001
6
o (1”1002 ~ 1@ _7 0000007

=7.02

I




E. = Error = C(Ax)'
f(x)— f(x—AXx) +E. BWD

0= AX

Using Central Difference:

f(x+Ax)—f(x—Ax)+E
.

£/(x) =
() 2AX F(X) = 2X% 43X+ 2

F(x+AQ)— f(x=AX) _ fIL+00)—f(1-0.1) _

f'(x) =
() 2AX 0.2

7.0

Clearly, the CENTRAL Difference is more accurate than the FWD or

2
BWD difference formula. ET — C(AX)



Derivation of the truncation error: FWD Difference

f (x+Ax) - f(x) £

f'(x) =
() o
E, = f/x)— A0 TO) = foean  F0) F00ax  F9@0)°
AX AX AX A AX 2AX
E = f'(x)- f(x) Fe)ax £ e)@x)® | f(%)

AX 2AX AX

£ f/j 1) _ fon f"(:)__ﬁ(j)u};g;

E, =) (— ijx = [— x) ”(X*)]Ax = CAX
2 2 2



a. Approximation of derivatives: Using Graphical Approach

fix)=

f() - fx— %)

Ax

S (x— Ax)

/—‘ﬂ' et |y Sk a)—f ()

flx+Ax) —f(x)

C 7| —

S = fx— A

A

Ax Ax

x— j.-_T

b

x+ Ax



Second Derivative:
I. Taylor Series (three terms)

f(x+AX) = f(X)+ f'(X)AX+ f ”(x)z(Ax)2

f(x=Ax) =T (x)— f'(X)AX+

£ (x)(Ax)°
2

Sum the two equations:

f (X +AX)+ f(x=Ax) =2 (x) + f"(X)(AX)?

f(X+AX)—-2f(x)+ f(x—Ax) LE
(Ax)°

Example: _; f'(X) =6X* +6X+2
£ =12x+ 6, [11@) 21206 - 18 <----- Exact

f(x) =

T




fL+0.0)-2f @)+ f(L-0.1)

ry= (0.1)?

=18.0

f(1+10°) -2 1)+ f (1-107)

f ”(1) = (10—5)2

=18.0

Truncation Error:

f(x+AX)—2f(x)+ f(x—Ax) E

f(x) = 2 T
(Ax)
E, = (%) f (X+AX) 5 f(x) f(x—Ax)

&7 @7 ()
fcean) _ F0) P00 F/0@07 | T eo@ax)® | 10980

M) 2 () 2(Ax)? 6(AX) | 24(AX)’

fx-Ax) _ f(x)  f'(oax F'00(Aax)?* £ (x)(Ax)° .\ f M (x)(Ax)*
(AX)2  (AX)®  (AX)? 2(Ax)? 6(AX)> 24(AX)?




E. = £7(x)— 1:(X+AX)_|_2 f(x) f(x=Ax) - £ 09 (x)(AX)? ]

(AX)? (AX)?  (Ax)? 12
— f (1”;05) (A%)?
O () g
Leads that:
£7(x) = f(x+Ax)_2 f(x) N f (Xx—AX)

(Ax)° (AX)? (AX)?



2. Mean Value Theorem for Derivatives:

f(1+0.0)—2f L)+ f(1-0.0)

f(1) = =124.9

(0.1)?



ii. Graphical

fix)




(dfj _(dfj
neoy dfdf ) d -9, \dx), \dx),
f (X)_dx(dxj_dx(@_ - B

AX AX
f(x+Ax)— f(x) f(x)— f(x—AXx)
( AX j_( AX j
AX
£7(x) = f(X+AX)—2f(x)+ f(x—AX)

(Ax)*



The Method of Undetermined Coefficients

First Derivative: The derivative is assumed to have the following
form. The number of points used is n.

P00 =281 (0) =2, (%) +8,1 (%) +..a,T (x,)

For the first derivative using 2 points FWD (i and i+1):
F'(x)=a,f(x)+a,f(x,)

1 2 3

) i+1 i+2

o [ O

@ X+HAX  x+2Ax
l » FWD

Here, we have two unknowns (constants a, &a,). We need 2 equations. We
demand that the derivative is exact for f(x)=constant, f(x)=linear function,
f(x) = quadratic and so on. We have 2 unknowns and thus we take the first



two conditions, i.e., f(x)=constant & f(x)=linear function. The best
constant is the unity, and the best line is x. So,

f(x)=1: f'(x)=0=a,x1+a,x1 ===> a+a,=0 ... @

f(x)=x: f'(X)=1=a,xX +a,xX, ===> aXx +a,x,=1 ... 2)

Solve Egs. (1) and (2) for a,&a, =——> a =-a,

1
—a,X +a,X, = (X, —%)a, =(Ax)a, =1==—==>a, -
-
AX
, -1 1 f(x,)—f(x)
f (X)—&f(xl)+gf(x2): Ax or
f(x+Ax)-f(x) f,—T

F'(x) =
AX AX FWD



C.Numerical method (Newton-Raphson Method)

Note the graph below. The tangent line is represented by:
f(x+Ax)=f(x)+ f'(X)AX

D fix)




The function interests the x-axis at x+axat which the function is zero.
That is,

flesAx) = f0)+ f(x)Ax
Ax = f(X)

AX =X, —Xg = Xi g — X
Eq. (1) Becomes:
f (%)
(%)

Xy =X — <==== Newton — RaphsonMethod



